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Motivation

Visual Dialog is a challenging and natural form of the visual question answering
(VQA) problem where, we need to interact with multiple modalities and maintain
context in the form of dialog history to provide an answer to the given query.

Our contributions:
1. Visual Dialog systems including our baseline model are not robust to minor

linguistic variations and environmental conditions that they may be employed
in. To solve this issue, we propose to train our baseline model by aug-
menting the training data with different variations of the input dialog and
image.

2. Crossentropy(CE) loss treats every image-question pair independently and
fails to exploit the information that some questions and images in the aug-
mented dataset are variations of each other. We propose to use supervised
contrastive loss with CE loss to tackle this issue.

3. The FGA model incorrectly ranks diverse answer options higher than related
variations of the ground truth. We propose the creation of heuristic rele-
vance scores to improve on the NDCG metric.

Fig. 1: FGA model tends to rank diverse answer options together

Dataset

We use the Visual Dialog [1] dataset for our project. VisDial contains 1 dialog
each (with 10 question-answer pairs) on 140k images from COCO dataset, for a
total of 1.4M dialog question-answer pairs.

The problem of Visual Dialog task can be described as, an image
I, the ‘ground-truth’ dialog history (including the image caption) H =
( C︸︷︷︸
H0

, (Q1, A1)︸ ︷︷ ︸
H1

, . . . , (Qt−1, At−1)︸ ︷︷ ︸
Ht−1

) , the question Qt, and a list of N = 100

candidate answers, the model is expected to return a sorting of the candidate
answers. The model outputs the P (ait|H,Qt) for each answer option i.

Fig. 2: Distribution of VisDial 1.0 dataset

Experimental Methodology

We build upon the Factor Graph Attention [4] model that has a unified attention
mechanism based on graph like interactions. The nodes in the graph represent
utilities and interactions between them are modelled by factors.

Training on VisualDialog and Improved Joint representations - The original
data is passed through an image and question module to create augmented im-
ages and paraphrased questions as positive samples.
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Fig. 3: FGA model with alternate training with Supervised Contrastive (SC) loss

We use multitask learning strategy to train our models. Taking inspiration from [2], for the
first task, we use Supervised Contrastive (SC) loss between data augmented positive and
negative samples using Equation (1). We aim to improve input representations and increase
robustness of the model by this loss.
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We use Cross Entropy Loss (CE) on the original data to improve the discriminative power
of the model. The network is trained end to end using an alternative training strategy.

Heuristic Scores - FGA model applies CE loss to ground truth answer only.

• Generate Unimodal Heuristic Scores (UHS) - by comparing the answer options to the
ground truth answer using cosine similarity of their contextualized embeddings.

• Generate Multimodal Heuristic Scores (MHS) - by using embeddings from a ViLBERT
model pretrained on the VQA task inspired from the VisDial-BERT [3] implementation.
We will report these results in the final submission.

Using these scores, we optimize the model by computing the CE loss against the log likeli-
hood probabilities outputted by the model.

Comparison

Q: is it raining?
A: No
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yes
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no

FGA + UHS
no 
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Q: what color is 
the ground?
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green
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Q: Can you see 
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A: yes
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yes
no
i cannot tell
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yep
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Q: Are there 
trees around
A: No
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No
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I don't think so
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Results

Fig. 7: Supervised Contrastive loss (SC) and Unimodal HeuristicScores (UHS) experiments results on VisDial 1.0
val set

*signifies still in training

Using UHS with FGA, we see an improvement in the NDCG metric but the MRR
takes a hit. This is because initially the model was trained to only optimize for
the ground truth answer while in heuristic scores, the probabilities of the correct
answers have been distributed across the relevant answers.
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